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Abstract:
Epigenetic DNA modification impacts gene expression, but the underlying molecular mechanisms are only partly understood. Adding a methyl group to a cytosine base locally modifies the structural features of DNA in multiple ways, which may change the interaction with DNA-binding transcription factors (TFs) and trigger a cascade of downstream molecular events. Cells can be probed using various functional genomics assays, but it is difficult to disentangle the confounded effects of DNA modification on TF binding, chromatin accessibility, intranuclear variation in local TF concentration, and rate of transcription. Here we discuss how high-throughput in vitro profiling of protein-DNA interactions has enabled comprehensive characterization and quantification of the methylation sensitivity of TFs. Despite the limited structural data for DNA containing methylated cytosine, automated analysis of structural information in the Protein Data Bank (PDB) shows how 5-methylcytosine (5mC) can be recognized in various ways by amino-acid side chains. We discuss how a context-dependent effect of methylation on DNA groove geometry can affect DNA binding by homeodomain proteins, and how principled modeling of ChIP-seq data can overcome the confounding that makes the interpretation of in vivo data challenging. The emerging picture is that epigenetic modifications affect TF binding in a highly context-specific manner, with a direction and effect size that depends critically on their position within the TF binding site and the amino-acid sequence of the TF. With this improved mechanistic knowledge, we have come closer to understanding how cells use DNA modification to acquire, retain, and change their identity.
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Introduction

Chemical modification of DNA bases, the most prevalent of which is DNA methylation, is an ancient mark found in all three kingdoms of life. In prokaryotes, methylation of adenines is used as part of the restriction-modification system to protect against foreign viral DNA [1]. In plants and mammals, the dominant methylation mark is 5-methylcytosine (5mC) (Figure 1A), which occurs in both CpG and non-CpG contexts, but intermediate products from enzymatic oxidation of 5mCs, including 5-hydroxymethylcytosine (5-hmC), 5-formylcytosine (5-foC), and 5-carboxylcytosine (5-caC), have also been detected [2].

Studies of the methylation system in plants and mammals (for a detailed review see [3] and [4]) have revealed that epigenetic patterns are inherited through generations [5], with the rate of spontaneous epimutations at methylated (5mC) versus unmethylated CpGs estimated to be roughly five orders of magnitude higher than that of spontaneous nucleotide mutations ($10^{-4}$ versus $10^{-9}$ per base pair per generation) [6]. This rate is high enough to allow uncoupling of genetic and epigenetic variation, yet low enough to allow for selection across generations [3]. Given that methylation patterns vary both temporally and spatially, it is tempting to speculate that their purpose is to record information about extrinsic stimuli (environmental or tissue-specific) and to communicate it to subsequent generations. Such a transient role for CpG methylation is consistent with a lack of evidence that CpG islands are under purifying selection [7]. However, it remains difficult to establish a causal link between DNA methylation and gene regulatory network function.

The lack of consensus on the global function of such a prominent epigenetic mark as 5mC is surprising, given that the mechanisms of establishing and erasing DNA methylation marks in mammals are fairly well documented [8-10], and that several high-throughput methods to profile genome-wide methylation patterns have been developed [11-15]. Depending on the context, studies can come to seemingly contradictory conclusions: On the one hand, a lack of coupling between DNA methylation and gene expression has been observed [16], arguing for a subordinate role for methylation in gene regulation. In support of this view, the removal of DNA methyltransferase 1 (Dnmt1) [8] or even all known methyltransferases [17] in murine stem cells does not seem to lead to activation of repressed genes, nor does it have a wide-spread effect on genome accessibility [17]. On the other hand, studies have linked methylation with gene repression, and demethylation with the derepression of repetitive DNA elements [18]. In addition, a complete knockout of Dnmt1 in mice is embryonic lethal [8], and results in a loss of differentiation capacity in embryonic stem (ES) cells [4]. In fact, although some eukaryotes such as Drosophila appear to have completely lost DNA methylation [19, 20], there is no known somatic cell type in vertebrates that is viable without the methylation machinery.

In a possible reconciliation of this discrepancy, serum-cultured ESCs were found to have much higher methylation levels than the inner cell mass (ICM) they are derived from [21, 22]. Thus, methylation may be dispensable for ES cell maintenance [19], yet required for ES cell differentiation where epigenetic plasticity induces cell state transitioning. Consistently, aberrant DNA methylation patterns play a role in the loss of allele-specific expression of imprinted genes [23], neuronal transcript stability [24], and the onset of cancer [25, 26]. Although we currently still lack concrete evidence, it is plausible that a major function of mammalian DNA methylation is transitioning between, rather than maintaining cellular states. This line of thinking raises the question how methylation marks are read out by the gene regulatory machinery. Since DNA methylation alters the biochemical properties of DNA, it likely impacts DNA recognition by DNA-binding proteins, including transcription factors (TFs). The addition of the bulky methyl group allows cytosines to mimic a thymine base to some extent (Figure 1A) and thus attract or repel TFs depending on the steric and hydrophobic environment of their cytosine interaction surface. However, given the complex relationships between the various layers of the regulatory network – binding affinity, genomic TF occupancy, local and global chromatin organization,
gene expression, etcetera – it has remained challenging to dissect the causal mechanisms that govern methylation-dependent cell-state transitioning in vivo. Consequently, there has recently been a focus on new in vitro-based methods, which rely on high-throughput binding assays complemented by computational modeling to accurately quantify the impact of DNA methylation on TF binding.

This review will primarily cover in vitro-based methods that quantify how TFs respond to cytosine methylation, and to what extent the results of these assays have improved the interpretability of in-vivo studies. Specifically, we describe how DNA methylation impacts DNA geometry, and how this alters the biophysical properties of the interaction surface seen by TFs. We describe what is currently known about the mechanistic repertoire TFs utilize to recognize epigenetic marks and which high-throughput methods are currently available to measure the impact of methylated DNA on TF binding. By relating position-dependent methylation effects to structural studies, we further spell out key steps required to mechanistically interpret the observed changes in binding free energy derived from these methods. We conclude by detailing both the progress made and the challenges encountered in translating in vitro-derived quantitative insight to in vivo findings, and by laying out what remains to be done to unequivocally establish or rule out a role for TFs as readers and mediators of DNA methylation.

DNA methylation alters DNA structure

Addition of a hydrophobic methyl group to the carbon at position 5 of the cytosine on the major-groove side affects the structure of the DNA double helix. It is generally believed that 5mC widens the major groove on average and, in turn, narrows the minor groove [27]. The magnitude of these effects depends on the sequence environment; for some sequence contexts, the effect of DNA methylation on groove width can be very small [28]. However, structural information from X-ray crystallography or NMR spectroscopy is sparse for methylated DNA. The Protein Data Bank (PDB,[29]) contains about 50 times more unmethylated protein-DNA complexes than ones containing 5mC [28].

Given this sparse coverage in the PDB, studies of the effect of DNA methylation on DNA structure rely in large part on computational predictions and molecular simulations. Force field parameters for atomic-resolution molecular dynamics [30] and Monte Carlo simulations [31] have been derived for 5mC using quantum chemical calculations [32] and employed in simulation studies to probe the structural impact of this modification [27]. Since DNA is a very flexible molecule, the addition of a methyl group changes the conformational dynamics of the double helix. The average value of structural features has been used to describe the methylation effect on specific structural features of DNA in the methyl-DNAshape method [28]. Among the four DNA shape parameters considered, roll and propeller twist are the more strongly affected by DNA methylation [28]. These two parameters are closely related to base pairing and stacking, and larger changes in them indicate steric and electronic structure effects of the methyl group. The decreased helical twist of methylated CpG dinucleotides observed in molecular dynamics simulations has been associated with increased helix stiffness of methylated DNA [30]. The extent of these effects on DNA structure also depends on the base sequence context: for example, methyl groups adjacent to rigid A-tracts generally have a larger effect [28]. A summary of DNA shape profiles for both methylated and unmethylated TF binding sites as derived from high-throughput binding assays can be found in the TFBSshape database [33, 34].

Mechanisms that TFs use to recognize methylation marks, as identified by x-ray crystallography

DNA modifications not only affect the structure of the DNA double-helix, but also add chemical moieties to DNA bases that would otherwise not be present. Both structure- and functional group-mediated effects may modulate DNA recognition by a DNA-binding protein such as a TF. Although its limited number of entries makes it challenging to predict how structural modulations impact TF binding, the
PDB provides sufficient information on readout mechanisms that involve direct contacts between protein amino acids and modified DNA bases. To provide an overview of and systematically classify known readout mechanisms (Figure 1B), we first extracted all protein-DNA complexes in the PDB (4,819 entries, based on the September 26, 2019 release), excluding any RNA- or DNA-RNA hybrid-containing structures as well as those classified as enzyme complexes, of low (>3.0 Å) resolution, or solved by NMR. We next analyzed the spatial relationship between DNA bases and protein sidechains in each structure using SNAP (structure of nucleic acids and proteins), which is an established component of the 3DNA suite of programs [35], and was used as a building block in resources such as DNAproDB [36][37].

Our automated SNAP analysis of the PDB allowed us to systematically identify all 63 protein-DNA structures containing at least one 5mC base contacted by one or more amino acid sidechains. For these, we created an interactive online table (http://snap-5mc.x3dna.org) that provides detailed annotation in terms of the specific 5mC readout mechanism(s) observed. An example for PDB entry 4M9E is shown in Figure 1B: In addition to an overview of the TF-DNA complex, detailed views of the 5mC-containing base pairs are included, capturing all relevant interactions with amino-acids. PDB files with coordinate systems centered on the 5mC in a consistent orientation can be downloaded directly for each cluster of 5mC-amino acids interactions. Interactive views rendered using 3Dmol.js [38] are also available. We refer to the tutorial page (http://snap-5mc.x3dna.org/tutorial) for further details.

Comparing the various 5mC-centered structural motifs, two main recognition modes emerge, each of which is described in detail in the respective crystal structures: (i) a 5mC-arginine-guanine triad [39-41], with arginine (Arg) sidechains forming hydrogen bonds with the guanine (G) base 3’ the 5mC in a CpG step, and with the guanidino group positioned above the methyl group in a stereotypical manner (Figure 1C) [42]; and (ii) van der Waals (VdW) interaction between the 5mC methyl group and methyl groups of hydrophobic amino acids or methylene groups of charged amino acids (about 4 Å between atoms; Figure 1D). In many instances, the carbon-5 5mC group is not unique to 5mC, but could also be acquired by replacing the 5mC with a thymine (T) base [41, 43-46]. TFs for which a recognition mode involving a T-Arg-G triad has been postulated should therefore be considered as potentially methyl-sensitive binders. Examples include Zinc finger proteins such as Kaiso and Zpf57 [41], but also methyl-binding proteins (MBDs), including MECP2 [43] and the tumor suppressor protein p53 [44].

More generally, whenever the thymine carbon-5 methyl group is directly contacted in the absence of more specific recognition of a T base or T/A base pair, it is likely that methylation of cytosines will rescue the reduction in complex stability resulting from a change from T to C. Prominent examples that involve such “methyl group only” readout – where the contribution to TF binding specificity at a given position in the DNA ligand is based on contact with the methyl group only – include homeodomain TFs such as HoxB13 [45] and bZIP TFs such as C/EBPβ or AP-1 [47]. In these cases, the binding free energy difference associated with a T to C substitution should be numerically close to that of a 5mC to C substitution. This phenomenon has been dubbed “thymine mimicry” [44].

Only very few structures are available where the 5mC recognition mode involves a different type of interaction. A prominent example is the ZFP57, which in addition to the stereotypic 5mC-Arg-G triad (cf. Figure 1B) displays contacts between the C5 methyl group and the carbon atom of the conserved glutamate carboxy group [48].

Together, these various examples convey that many TFs across several families have the potential to specifically recognize methylated DNA, and that TFs containing a TpG dinucleotide or even a single T in their optimal DNA ligand sequence might well be sensitive to DNA methylation.
High-throughput methods to detect and quantify the impact of DNA methylation on TF binding

Structural studies have been useful in identifying 5mCpG readout mechanisms, as outlined above. However, they rarely provide a direct and quantitative comparison across DNA ligands with identical sequence, yet differential cytosine carbon-5 methyl group status. Traditional assays that measure TF binding free energies (e.g., Isothermal titration calorimetry (ITC), circular dichroism (CD) or EMSA [43, 49]) can provide such information but are limited in throughput, rendering it challenging to make large-scale functional predictions on the direction and effect size of DNA modification on TF binding. To address this, a number of different high-throughput methods that quantify how TF binding preferences are modified by DNA methylation have been developed over the past few years [44-46, 50-52]. The challenge compared to standard TF binding assays is that two distinct randomized libraries – one with and one without modified bases – need to be contrasted directly in order to infer methylation-specific effects.

To add to the challenge, DNA modifications in vivo rarely occur uniformly across the genome. This makes it difficult to construct libraries that are modified neither too sparsely (e.g. only CpG dinucleotides are modified) nor too densely (every base of the same kind is modified). Three distinct approaches have been described: The methyltransferase M.SssI, which modifies both cytosines in the context of a CpG dinucleotide, has been used on randomly synthesized, unmethylated, and double-stranded DNA libraries [39, 44, 45, 50, 51]. To probe methylation that does not occur in a CpG context, or oxidized derivates of methylated cytosine, typically only one DNA strand can harbor the epigenetic mark, introduced by replacing the cytosine base with modified deoxy-nucleotides (i.e. deoxy-5hmC) during the synthesis process [46]. Finally, to specifically modify both strands in a targeted manner, libraries of reduced complexity can be created using a special library synthesis protocol [51].

In the case of enzymatic 5mCpG methylation, four distinct experimental platforms have been used to assay TF binding: (i) solution-based, highly multiplexed assays such as methyl-HT-SELEX [45]; (ii) EMSA-based methods such as EpiSELEX [44] or methyl-Spec-seq [51]; (iii) protein binding microarrays (methyl-PBM; [46, 50]), and (iv) genomic fragmentation followed by immunoprecipitation of DNA bound TFs (ampDAP-seq; [52, 53]). The last of these is distinct in that bisulfite sequencing is required in order to determine methylation status. The first three approaches rely on DNA ligands synthesized in vitro with a known methylation status, which is tracked either with barcodes in the flanking region (EpiSELEX and Spec-Seq) or by performing two separate assays (methyl-HT-SELEX and methyl-PBM). In all methods, the TF of interest is incubated with a modified, unmodified, or mixed DNA library, and the TF-bound fraction is separated, amplified, and sequenced. The last step is to infer DNA binding specificity based on the enrichment observed from the initial to the bound library (in the case of methyl-HT-SELEX or EpiSELEX) or the contrast between the bound and unbound library (in the case of methyl-Spec-seq). An overview of the different platforms, outlining advantages and disadvantages, is given in Figure 2 and Table 1.

Methylation is lost during PCR amplification, and therefore SELEX can be repeated over multiple rounds only if unmodified and modified libraries are assayed separately. SELEX variants in which unmethylated and methylated DNA ligands are mixed prior to selection for TF binding necessarily rely on a single round of affinity-based selection. The benefit, however, of mixing unmethylated and methylated DNA ligands is an increased accuracy of effect size quantification that stems from the internal control provided by comparing DNA ligands that lack CpGs and therefore cannot be methylated across both libraries. Accuracy is especially important when trying to detect position- or strand-specific methylation effects or quantify low-affinity binding. Although a protocol has not been reported so far, microfluidics-based approaches that have been shown to produce high-quality TF-binding data – BET-seq [54] and SMILE-seq [55]) – should also be suitable for assaying the methylation sensitivity of TF-DNA binding. Finally, the few studies that have considered DNA modifications other than CpG methylation have either
focused on hemi-methylation (to avoid overly spares modification patterns) [46] or ligands with modifications targeted to specific positions [47, 49, 56].

SELEX methods reveal highly context-dependent methylation effects on TF binding

The development of high-throughput SELEX methods has made it possible to classify numerous TFs or TF complexes in terms of the degree (effect on binding free energy) and direction (reduced or increased) with which DNA modifications impact their binding. An important insight from these studies is that TFs do not respond uniformly to epigenetic marks when occurring in different sequence contexts. In other words, knowing whether a TF is sensitive to methylation or not is not sufficient to predict the direction of response to genomic methylation. Rather, it is essential to have information on the exact position of a methylation mark with respect to both position and DNA strand along the TF-DNA interface.

The most extensively studied case are heterodimeric complexes formed between two types of bZIP TFs: cAMP response element-binding protein (CREB type; e.g., ATF4) and CCAAT/enhancer-binding protein (C/EBP type; e.g., C/EBPβ). Several independent studies employing either PBM- or SELEX-based assays have shown that these complexes show either increased or decreased binding affinity to methylated DNA, depending on whether the CpG dinucleotide is located in the center of the two half sites or in the CREB flank [44, 46, 50].

More recently, it has been shown that by boosting the affinity of weak binding sites, CpG methylation can even affect the binding of TFs that lack CpG dinucleotides in their core consensus sequence [44, 45]. The most prominent example are homeodomain TFs, which typically prefer AT-rich sequences [57, 58]. Another is the tumor-suppressor protein p53, whose canonical dimeric half-site (RRRCATGYYY) does not harbor a CpG dinucleotide, yet methylation sensitivity was demonstrated for p53, across three classes of CpG-containing low-affinity sites [44]. As with bZIPs, the response direction and effect size were both strongly position-dependent.

To tackle the question whether the protein’s orientation relative to the double-stranded DNA is important, methyl-Spec-seq was applied with both fully and hemi-methylated dsDNA to study the binding preference of the zinc finger protein ZPF57 [51]. Indeed, a clear strand-specificity was detected, which is perhaps little surprising when considering that TF binding breaks the symmetry between the two methyl groups embedded in a fully methylated CpG base pair step, the most likely scenario for a monomERICally binding TF such as ZFP57 being that it only engages directly with one of the methyl groups.

Distinct structural mechanisms can underlie methylation-dependent TF readout

The electrostatic environment along the TF-DNA interface varies with both base identity on the DNA side and amino-acid (aa) identity on the TF side. As a result, any effect a methyl-group might have on TF binding will be highly context-specific. Multiple distinct readout mechanisms can coexist within a single TF-DNA complex. In some cases, the effect of methylation can be interpreted by analyzing the aa identity along the binding interface. When individual structures are not available (typically only a few structures per TF family exist), hypotheses can be generated by comparing cytosine methylation effects between paralogs and considering differences in aa identity at residue positions close to the cytosine base in the 3D structure.

For example, complexes formed between human TF Pre-B-cell leukemia TF 1 (PBX1) and each of three distinct Hox factors (A1, A5, A9) exhibited either a stabilizing or a destabilizing effect associated with methylation of a specific CpG base pair step (Figure 3A), depending on the exact position within the binding site [44]. Moreover, the degree of this methylation sensitivity is paralog-specific [44]. Aligning and comparing protein sequences among Hox paralogs and orthologs revealed a conserved sequence
polymorphism two residues upstream of the hydrophobic isoleucine-47 (Ile47). The latter could therefore be regarded as a plausible mechanistic determinant given that “VdW readout” is among the two major readout mechanisms described above. Indeed, a direct comparison of the structures for Pbx1-HoxA9 and Pbx1-HoxB1 (a paralog closely related to HoxA1 and within the same class) showed that this amino acid polymorphism directs the positioning of Ile47, which in turn influences how the 5mCpG modification is read out at base pair position 9 (Figure 3B).

Many observations of enhanced binding upon CpG methylation that were made using high-throughput methods can be explained by one of the two major mechanisms described in the section above. TFs that rely on VdW-mediated readout include homeodomain proteins [44, 45] and bZIP TFs [47]. The T/5C-Arg-G triad is found among ZFPs, proteins with a canonical methyl-binding domain, and specialized TFs such as p53 [40, 44]. In general, however, identifying the readout mechanism underlying a specific methylation effect observed in a high-throughput binding assay is not straightforward. This is particularly true when methylation leads to decreased binding and cannot be explained by direct steric hindrance. For instance, it is not entirely clear why CpG methylation of the core dinucleotide within homodimeric CREB (ATF4) or heterodimeric CREB/CEBP (ATF4-CEBPβ) complexes decreases binding [44, 46, 50], when it boosts binding of homodimeric CEBP (CEBPα or CEBPβ) complexes [45].

A potential explanation is that DNA modifications indirectly affect TF binding affinity by modulating the geometry of neighboring base pairs. This idea was first proposed when analyzing differences in DNase I cleavage rates for unmethylated and methylated hexamers [31]: DNA methylation was predicted to narrow the DNA minor groove width (MGW), which in turn increased enzymatic cleavage efficiency. More recently, a concrete example demonstrated that methyl-induced changes in DNA shape can also be important for TF binding: Analyzing how DNA methylation altered the shape of DNA sequences in the context of the Pbx-Hox binding site (NTGAYNNAYNNN) revealed that the methyl group addition to the CpG dinucleotide downstream of the AY dinucleotides (NTGAYCGAYNNN or NTGAYNNAYCGN) leads to a subtle but significant widening of the DNA minor groove at this exact position [28]. Since Hox proteins read out MGW at positions A₄Y₅ [59], the methyl-induced widening is detrimental to Pbx-Hox binding. Thus, the methylation effect on binding for sequences of type AYCG is due to readout of DNA shape and electrostatic potential, rather than direct major groove contacts (Figure 3C).

Most published assays and structural analyses of readout mechanisms have been limited to 5mC marks. However, other forms of DNA modification are equally likely to evoke a wide variety of effect sizes. For instance, the addition of a hydroxy-group not only impacts the electrostatic potential experienced by proteins directly engaging with the DNA major groove, but it is also likely to impact DNA shape. Very few TFs have been assayed in terms of their binding preferences to DNA ligands containing modifications other than 5mC [46, 47, 49]. An example of a TF that shows binding modulation to 5-hydroxy-methylation (5hmC) is the Epstein-Barr Virus bZIP Protein Zta [46]. Both enhanced and reduced binding can be observed, depending on the position of the 5hmC mark within the binding interface. Moreover, effect size varies extensively among bZIP paralogs.

**Quantifying the impact of DNA methylation on TF binding in vivo**

High-throughput studies and structural considerations point to an important role for intra-binding-site position and strand in determining a TF’s response to DNA modification. The TF-DNA binding energetics that govern molecular interaction in an in vitro setting are expected to also be a major determinant of their in vivo behavior. However, it has remained challenging to demonstrate this explicitly. One ostensibly sensible and straightforward approach would be to look for differences in TF occupancy, as measured by ChIP-seq, between methylated and unmethylated sites; alternatively, one might ask
whether occupied methylated regions display motif enrichment or depletion relative to unmethylated regions (Figure 4A).

Although easy to conceptualize, such approaches fail to capture the true nature of the challenge: DNA methylation seldom evokes a severe response; rather it modulates binding affinity in a relatively subtle way. Furthermore, methylation can have opposite effects at different positions within the same binding site, while at the same time the methylation status of nearby cytosines is often highly correlated, which can cause the net effect of methylation on TF binding to be weaker than the effect for individual cytosines. For example, a ChIP-seq profile for the bZIP heterodimer ATF4/CEBPβ might on average show a decreased IP signal at methylated sites. However, this signal is likely driven by the negative methylation effect that high-affinity TGAC|GCAA sites display, which will mask any increase in TF binding at the subset of lower-affinity CGAC|ACAA sites that contribute less to the overall IP signal.

Let us assume that we assign a separate indicator for each cytosine position within a TF binding site and compare IP signals only across position-matched methylated and unmethylated sites. Regulatory regions tend to be unmethylated [60], so we are likely to observe far more ChIP-seq peaks overlapping unmethylated binding sites than methylated ones. Indeed, the zinc finger protein ZBTB33, which prefers methylated binding sites in vitro, nevertheless was observed to preferentially occupy unmethylated sites in vivo [61]. One might erroneously conclude that methylated sites are not relevant for TF binding in vivo based on the observation that methylation marks are depleted among the genomic regions that are bound by TFs.

One way to resolve this paradox is to consider that genomic methylation patterns are read out by TFs in a highly dynamic context. As mentioned in the Introduction, methyl-dependent binding may occur transiently and indeed, several TFs have been found to bind methylated genomic regions, leading to regional demethylation [62-65]. Not every TF is made equal, and only a subset – which are often referred to as “pioneering TFs” – can cause changes in DNA methylation and accessibility [66]. Existing studies, however, do not provide sufficient information to assess whether a TF relies on prior methylation to be recruited to its binding sites, or whether it tends to target unmethylated sites within heavily methylated regions. Indeed, it is difficult to assign both TF binding and methylation status of single CpGs at the same time, especially when trying to capture transient states that only occur within a small number of cells at any given time.

Nevertheless, recent studies that focused on TFs previously demonstrated to preferentially bind methylated DNA in vitro, indicate that, at least for some TFs, methylation may also positively drive genomic binding in vivo: Performing both 5mC and 5hmC profiling and following the epigenetic response to stimulation with reprogramming factors over time, it was found that enhanced in vivo binding by specific TFs, including KLF4 and CEBPα, is associated with genomic regions that undergo demethylation upon stimulation. More specifically, KLF4 was suggested to recruit the demethylase Tet2 to methylated enhancers, leading to the accumulation of hydroxymethylation, and a subsequent increase in DNA accessibility [67]. A related study analyzed a KLF4 mutation that specifically abolishes its methylation readout, and showed that ChIP-seq peaks bound specifically by the wild-type protein were enriched for CpG dinucleotides [68]; the same study found that this methylation-dependent readout affects specific gene regulatory programs, and that the difference between wild-type and mutant KLF4 was largely recapitulated when DNA methylation was blocked by 5-aza-2′-deoxycytidine treatment, thus clearly demonstrating that KLF4 relies on CpG methylation to exert some of its functions. In yet another in vivo study, the reverse was observed, namely that DNA methylation can actively block the binding of the transcription factor NRF1 [17], again underscoring that DNA methylation can have a biologically meaningful impact on TF-dependent gene regulation in vivo.

More generally, a connection between CpG methylation and transitioning between cellular states has been made previously, for instance by demonstrating that embryonic stem cells stripped of all de novo and maintenance DNA methyltransferases (DNMT1, 3a, and 3b) lose their differentiation
potential, yet maintain their “ground state” (as measured by DNA accessibility changes) [17]. However, the observation that enzymatic oxidation precedes demethylation and changes in DNA accessibility suggests a direct role for TFs in reading epigenetic landscapes and inducing transitional states. Figure 5 illustrates this idea in the form of a “seesaw” model that explains cell fate conversion in the context of Waddington’s well-known epigenetic landscape.

Measuring multiple parallel genome-wide profiles, and doing so in a way that captures relatively fast dynamics, is exceedingly challenging. The few studies that unequivocally established a connection between TF binding and CpG methylation in vivo [17, 68] were each a technical tour de force. It is therefore highly desirable to find alternative ways to gain insight into transient TF binding behavior from static data (i.e., ChIP-seq and WGBS data). To this end, we first need to question the implicit assumptions we make when comparing differences in TF occupancy between methylated and unmethylated sites: (i) that IP signal is independent of the underlying sequence affinity and the position of CpG methylation, (ii) that local TF concentrations is uniform across sites, and (iii) that peak-calling is not biased towards sites with high accessibility. All three assumptions in fact are false: (i) TFs display a wide range of binding affinities, (ii) they form liquid-like phase-separated assemblies [69] and are thus non-uniformly distributed within the nucleus [70] (Figure 4B), and (iii) they can bind regions that are predominantly inaccessible [71], making them less likely to be captured in ChIP-seq or related assays due to the library size-selection step in most protocols.

To properly account for these confounding effects, and to validate the effects observed in vitro in a cellular context without the need for additional experiments, we must analyze in vivo genomics data such as ChIP-seq data in a more sophisticated manner. Assigning an “affinity” score is relatively straightforward, thanks to numerous efforts to map the binding specificities of many TFs in vitro [72, 73]. Dealing with variation in local TF concentration is more challenging, as there is no direct way to measure local TF concentration genome-wide. A solution is to perform a “motif-centric” analysis of ChIP-seq data that avoids peak calling altogether [44]: Instead of relying on large differences in effect size, statistical power is achieved by small, yet consistent differences across a large number of binding sites, each of which has a different set of attributes (including affinity, accessibility, methylation status of cytosines within the binding site, and regional methylation level). This allows estimation of effect sizes associated with “proxy” features – such as DNA accessibility, CpG density (CpG islands), or regional methylation levels – that correlate with, but do not necessarily determine, local TF concentration (Figure 4C). The latter is particularly important, as intra-binding-site methylation status will inevitably correlate with regional methylation levels.

Intuitively, to estimate the direct effect of methylation on TF binding, genomic motif matches that do not harbor any CpG base pair steps and therefore by definition cannot respond to changes in methylation status, can be used to control for regional effects. The confounding factors thus having been accounted for, in vivo binding preferences for methylated DNA can be accurately inferred. In practice, such analyses are best performed using generalized linear models (GLM) based on discrete distributions such as the binomial distribution, which provides a natural way to jointly analyze pairs of ChIP-seq profiles that differ from each other in a subtle way (e.g., TF induced vs. not induced; or wild-type vs. mutant).

One example where this approach has been successful is the tumor suppressor p53 [44]: Because high-affinity p53 binding sites do not harbor any CpG steps, it was straightforward to estimate the regional (negative) effect of methylation on accessibility and thus expected ChIP-seq read coverage. At the same time, by only trying to explain the distribution of read counts between (nutlin-)induced and uninduced cells across countless pairs of matching genomic loci, the analysis of [44] completely avoided the hard problem of explaining differences in ChIP-seq coverage between different loci in the same sample. As expected, positive coefficients were obtained for methylation-blind affinity and CpG density predictors, and a negative coefficient for regional methylation. Accounting for these confounding effects
revealed that in vivo p53 occupancy indeed recapitulates the effects observed in in vitro studies [44]. Although the majority of sites that harbored a methylated CpG did not meet the threshold of being called a “peak”, position-specific 5mCpG model coefficients were statistically significant. It is possible that only a small fraction of cells contributed to the signal, with the majority of cells having progressed to a different, post-p53-induction state. Supporting this argument, p53 has been shown to have pioneer activity, allowing it to access and activate otherwise closed genomic regions [74].

Final Remarks

Although the field has made important progress in analyzing the effects of cytosine methylation on transcription factor binding in vitro and, to a lesser extent, in vivo, there is still much room for improvement. In vitro, better analysis methods are needed to be able to accurately quantify binding free energy differences, which tend to be different for each position within the binding site. Microfluidics-based platforms such as SMILE-seq [55] are particularly promising in this regard. It would also be valuable to have a larger number of high-resolution co-crystal structures available for methylated and unmethylated versions of the same DNA ligand, both bound and unbound by transcription factors. In the context of the living cell, it is even more difficult to tease apart the many direct and indirect effects of methylation on gene expression. Obtaining single-cell resolution data on the methylation status of DNA sequences on a genome-wide scale [75] may be particularly useful, especially paired with other modalities of single-cell data such as gene expression, protein binding [76], histone modification status [77], or chromatin accessibility [78]. In vivo imaging experiments in which methylated and unmethylated binding sites can be visualized in intact nuclei so that their localization into TF hubs and interactions with the relevant TFs can be monitored, would be a valuable complement to the biochemical assays that were the main focus of the current review. Finally, other forms of DNA modification than 5mCpG may also have significant impact on TF binding and function in vivo. The tools developed for analyzing the impact of 5mCpG should therefore be expanded to analyze these additional types of modification.
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FIGURE LEGENDS

**Figure 1:** Structural basis of how TFs recognize methylated DNA

(A) The structure of 5-methylcytosine. (B) Schematic overview of the processing pipeline to extract structural information about the different readout mechanisms TFs use to recognize methylated DNA. SNAP is used to search PDB entries for 5mC-containing DNA-protein complexes and extract all amino acids interactions formed with respective methylated cytosines. Structural representations are generated using DSSR [79] and rendered in PyMol (https://pymol.org). (C, D) Two common 5mC-specific readout mechanisms. (C) Superimposed view of four distinct examples of a 5mC-Arg contact, extracted from PDB entries 4M9E [80], 4R2E [81], 6MG4 [82], and 3C2I [83]. In all four structures the guanidinium group of the arginine is “stacked” above the methyl-group (top), and thus is perfectly positioned to form hydrogen bonds with the guanine base of the CpG dinucleotide step (bottom). (D) Superimposed view of four distinct examples of a hydrophobic functional group location within VdW distance from the C5-methyl group, extracted from PDB entries 5EF6 [45], 5T01 [84], 5EGO ([45]; contains two 5mC groups), and 6MG3 [47]). The hydrophobic groups are scattered around the methyl group, within the plane spanned by the cytosine base (top). Each contact is between 3.5-4.1 Å away from the C5-methyl group (bottom).

**Figure 2:** Overview of methods that directly quantify TF binding preferences to methylated DNA in vitro

Four main assay types are shown, each highlighting important features: Left: EpiSELEX-seq and methyl-Spec-seq both infer quantitative 5mC effect sizes from mixed (barcoded) pools of methylated and unmethylated DNA ligands sequenced after one round of TF binding enrichment. Right: Methyl-HT-SELEX and methyl-PBM estimate 5mC effect sizes by comparing TF binding enrichment scores between unmethylated or methylated DNA ligands. For a detailed description see Table 1.

**Figure 3:** Connecting the impact of 5mC on TF binding to distinct readout mechanisms

(A) An example 5mC effect size quantification is shown for the TF complex formed between the human Pbx1 and HoxA1 proteins (left). Both enhanced (pink) and reduced (green) binding are observed depending on the positioning of the methylated CpG within the protein-DNA interface. (B) Enhanced binding stems from a stabilizing VdW contact between the 5mC base at DNA position 9 and Ile-47 within helix-3 of the Hox homeodomain (“base readout”). (C) Reduced binding can be attributed to a widening of the DNA minor groove at the consensus AY base step that directly neighbors the methylated C6G7. The MGW readout of the N-terminal arm of the Hox homeodomain is weakened as a result (“shape readout”).

**Figure 4:** The challenge of quantifying the effect of cytosine methylation on TF binding in vivo

(A) Conventional approaches typically consider whole-genome bisulfite sequencing (WGBS) and TF occupancy data (ChIP-seq) in conjunction to infer TF binding preferences for methylated binding sites in vivo. Two approaches are shown that either compare the ChIP-seq signal at unmethylated and methylated CpG containing ChIP-seq peaks (top-left), or the total overlap between WGBS sites and TF
peaks split by CpG methylation status (top-right). (B) Confounding features that influence TF occupancy (IP signal) at any given site are typically not considered in conventional analysis of in vivo data. These include (i) variation in local TF concentration (likely the result of transient, phase-separated TF hub assemblies), and (ii) the affinity of each individual binding site. (C) To isolate the effect of individual methylation marks from among these confounding site-specific factors, conventional models need to be updated. Local TF concentration cannot be estimated directly, but features such as DNA accessibility or regional methylation level can be used to control for its variation.

**Figure 5: Transient TF-mediated 5mC readout to transition between cellular states**

Our proposed “seesaw” model connects methylation-dependent TF readout and cell fate conversion within Waddington’s epigenetic landscape: Binding of methylation-stabilized pioneer TFs to methylated regions confers structural rearrangements such as demethylation or recruitment of remodeling factors to persistently open up previously inactive regions. Such transient recognition of methylated regions by TFs would explain both the requirement of methylation for cell differentiation and the apparent lack of TF binding to methylated regions from bulk data. Note that the transient state is short-lived and thus only applies to small fraction of cells at any given time, which makes it hard to detect.
<table>
<thead>
<tr>
<th>Assay</th>
<th>Methodology</th>
<th>Advantages</th>
<th>Challenges</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methyl-HT-SELEX</td>
<td>• bead-based (automated)</td>
<td>• hundreds of parallel assays</td>
<td>• lower read count per TF due to high degree of multiplexing</td>
<td>[1]</td>
</tr>
<tr>
<td></td>
<td>• random DNA ligand pool</td>
<td>• universal probe design</td>
<td>• risk of biased quantification due to separate ligand pools</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• 5mC probes assayed separately</td>
<td>• allows for multiple rounds</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• ~10^4 DNA reads per TF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EpiSELEX-seq</td>
<td>• EMSA-based (manual)</td>
<td>• accurate quantification of relative enrichment</td>
<td>• single TF (complex) assayed</td>
<td>[2]</td>
</tr>
<tr>
<td></td>
<td>• random DNA ligand pool</td>
<td>• full sequence spectrum covered</td>
<td>• limited to single round of enrichment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• 5mC probes barcoded and assayed in pooled sample</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• input DNA and bound DNA sequenced separately</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• ~10^6 DNA reads per TF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Methyl-Spec-seq</td>
<td>• EMSA-based (manual)</td>
<td>• EMSA-based (manual)</td>
<td>• single TF (complex) assayed</td>
<td>[3]</td>
</tr>
<tr>
<td></td>
<td>• random DNA ligand pool</td>
<td>• dedicated probe design</td>
<td>• limited to single round of enrichment</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• 5mC probes barcoded and assayed in pooled sample</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• bound and unbound DNA sequenced separately</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• ~10^8 DNA reads per TF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Methyl-PBM</td>
<td>• DNA microarrays</td>
<td>• no DNA sequencing needed</td>
<td>• DNA microarray needed</td>
<td>[4-6]</td>
</tr>
<tr>
<td></td>
<td>• fluorescently labeled TF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• ~10^8 dsDNA probes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(amp)DAP-seq</td>
<td>• fragments of genomic DNA</td>
<td>• natural epigenetic context</td>
<td>• quantification challenging</td>
<td>[7, 8]</td>
</tr>
<tr>
<td></td>
<td>• recombinant TF proteins</td>
<td></td>
<td>• methylome data required</td>
<td></td>
</tr>
<tr>
<td>Classic low-throughput methods</td>
<td>isothermal calorimetry (ITC) or</td>
<td>accurate quantification (K_d) and flexible sequence design</td>
<td>low throughput</td>
<td></td>
</tr>
<tr>
<td></td>
<td>electromobility shift assay (EMSA) or DNase footprint</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Research Highlights:

- The causal mechanisms that determine how epigenetic DNA modifications such as 5-methylcytosine (5mC) impact gene expression in the context of the living cell remain obscure.
- High-throughput *in vitro* (SELEX) assays based on massively parallel DNA sequencing have recently made it feasible to characterize the effect on DNA methylation on transcription factor (TF) binding.
- The impact of cytosine methylation (5mC) is different for each TF, and highly dependent on the position of the modified base within the TF-DNA interface.
- A rich variety of structural mechanisms, including effects mediated by changes in DNA minor groove width, has been found to underly the methylation sensitivity of TF-DNA interaction.
- A generalized linear modeling approach that avoids peak calling shows the best prospects for dealing with confounding effects when translating *in vitro* insight to an *in vivo* context (e.g., when comparing SELEX and ChIP-seq data for the same TF).